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Fig. 16. Temperature traces over the runtime of different Splash applications. While for ocean a peak (or, indeed, mean) temperature estimate might be
used to choose thermal constraints, the activity-dependent temperature variation in radix radix means that neither the mean nor the peak provides the best
architectural tradeoff. (a) ocean. (b) radix.

Fig. 17. Steady-state temperature distribution over a 8 × 8 mesh NoC for two Splash applications. While the overall magnitude varies significantly (in
this case by over 5 °C), the overall distribution remains the same: even though the memory controller is located in the lower-left corner, the central nodes
suffer the highest temperatures (the remaining Splash benchmarks and routing algorithms other than XY show similar temperature profiles). (a) radix. (b)
water-spatial.

memory model, while integration with ORION [25] provides
power estimation. Table III compares Hornet with Garnet.
RSIM [26] simulates shared-memory multiprocessors and
uniprocessors designed for high instruction-level parallelism;
it includes a multiprocessor coherence protocol and intercon-
nect, and models contention at all resources. SICOSYS [27]
is a general-purpose interconnection network simulator that
captures essential details of low-level simulation, and has been
integrated in RSIM. Noxim [28] models a mesh NoC and, like
HORNET, allows the user to customize a variety of parameters
like network size, VC sizes, packet size distribution, routing
scheme, and so on; unlike HORNET, however, it is limited to 2-
D mesh interconnects and is traffic-pattern-driven rather than
integrated with a processor frontend. Booksim [29] allows
for more network geometries but is also driven by synthetic
traffic patterns. None of these simulators significantly exploits
available multicore parallelism.

Highly configurable, parallelized architectural modeling is
not a new idea. The Simplescalar toolset [30] can model a
variety of processor architectures and memory hierarchies, and
enjoys considerable popularity among computer architecture

TABLE III

Comparison of Hornet and Garnet

Features GARNET HORNET

Simulation Model Integrated With GEMS With Built-in MIPS
TrafÞc Traces TrafÞc Traces

Graphite Based Traces

Cycle-level accuracy Yes Yes

Scalability via paralellization No Yes

ConÞgurable microarchitecture Yes Yes

ConÞgurable routing Yes Yes

Power model Yes Yes

Thermal model No Yes

researchers. Graphite [19] is a Pin-based multicore simulator
that stands out for its ability to model thousands of cores
by dividing the work among not just multiple cores on the
same die but multiple networked computers; it does not,
however, interface with a cycle-level network model and its
latency and congestion models are probabilistic. Finally, the
growth in complexity and the need for ever-increasing amounts
of verification has led to the development of FPGA-based


